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CODA: Cloud Object Detector Adaptation Overall Pipeline of the Proposed COIN

Ability
Flexible architecture
Open categories
Open scenarios

Conditions UDAOD SFOD Black-box DAOD CODA

Source data access
Source model access
Cloud API access
High domain similarity

CODA enables open target scenarios and open object categories adaptation 
due to large grounded pre-training of cloud detector.

Idea and Contributions

Experiments on Benchmarks

Experiments on Benchmarks

Contributions:
• Propose to explore a promising problem CODA.
• Propose a novel method COIN that acts in a divide-and-conquer manner.
• Propose a novel decision-level fusion strategy driven by gradient alignment.

1. Knowledge dissemination disseminates knowledge to a CLIP detector. 
2. Knowledge separation separates detection results into three kinds.
3. Knowledge distillation fuses inconsistent detections by learning a CKG 

network using a self-promotion gradient direction alignment.

• Knowledge dissemination pre-trains the CLIP detector with prompt learning:

• Knowledge separation divides detections by box matching, resulting:

• Knowledge distillation distills detections to target detector, and fuses inconsistent 
detections with a CKG network, which is trained by a gradient direction alignment: 

Our COIN achieves the state-of-the-
art performance on all datasets, and
the proposed CKG works as above.
For more information about this 
work, please refer to the full paper 
or slides with the following links.
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